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Actors
· Primary: Farmer, Collection Operator, Driver, QC Technician.
· Secondary: Vet, Admin/Finance, External Payment Gateway.
Top-level Use Case
· Farmer: Register/Login, Manage Farm & Cattle Profiles, Offer Milk (Record Milk Offer), View Payments.
· Collection Operator: Record Milk Offer (also on behalf of farmers), Perform QC Test, Create Batch & Traceability, Initiate Payment Settlement, Inventory updates.
· Driver: Receive Route (Route Scheduling), Mark Pickups (Collect Milk), Report issues to Operator.
· QC Technician: Perform QC Test, Mark Pass/Fail and attach evidence (photo / readings).
· Admin/Finance: View Dashboards & Reports, Reconcile payments, Configure QC thresholds.
Key relationships
· Offline Sync is included by Record Milk Offer (data may be captured offline then synced).
· Perform QC Test includes Create Batch & Traceability (QC result is required to lock a batch).
· Create Batch triggers Initiate Payment and reporting for the dashboards.



Activity Diagram
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Activity flow
Normal (Basic) flow
1. Farmer offers milk at collection time. Farmer or Collector opens app and chooses Record Milk Offer.
2. Collector records milk quantity, cow tag(s), and photo (optional). If offline, the entry is saved to local queue and shows as Pending Sync.
3. QC Technician takes sample and runs standard tests: lactometer reading, pH, smell/adulteration quick test, and optional temperature sensor reading.
4. QC result recorded as Pass or Fail with attributes (parameters, photo, timestamp, QC operator id).
5. If Pass, System creates a Batch ID, attaches metadata (origin farmers, quantities, QC), and stores it in traceability ledger.
6. System triggers Initiate Payment workflow: compute amount (volume × rate), validate farmer bank/UPI details, start UPI/bank transfer or mark cooperative ledger entry.
7. Notifications sent to farmer: Payment initiated → Payment received (on confirmation). Dashboard and reports updated.
Alternate/Exceptional branches
· If QC Fail → Batch rejected. System records reasons; farmer notified and given options: re-test, reject, or dispute. Re-test requires supervisor approval and a new sample.
· If Payment fails (UPI/bank timeout) → System retries per Payment Retry rules; if still failed, mark Manual settlement required and notify finance.
· If Collector records offline → Data queued and synced when connectivity available. Duplicate detection checks on sync (timestamp+farmer+volume) to avoid duplicates.
· Partial pickup / multiple collectors → System aggregates multiple Record Milk Offer entries into a single Batch if collection window matches.


Use Case Specification Document
Use Case ID: UC_COLLECT_01
Use Case Name: Milk Collection, Quality Check & Settlement
Prepared by: Varshini Thoudisetty — Dairy-Connect
Date: 10th Oct, 2025.

1. Use case Description
Capture milk offered by farmer (or collector on farmer’s behalf), perform onsite quality checks, create a traceable batch if QC passes, and trigger automatic settlement (payment initiation) to farmer’s configured payment method.
2. Actors
· Primary Actor: Collection Operator (or Collector App), Farmer
· Supporting Actors: QC Technician, Driver, System (backend), Payment Gateway / Bank, Admin / Finance (for manual overrides), Vet (for health flagging)

3. Primary vs Secondary Actors
· Primary: Collector (performs the activity), Farmer (originator of milk)
· Secondary: QC Technician (performs QC), Payment Gateway (executes payment), Admin (overrides, reconciliation)

4. Basic Flow
1. Collector/ Farmer opens Collector App and selects New Milk Entry.
2. Collector scans or selects Farmer ID, selects Cow Tag(s) (optional), and enters volume (litres) and time.
3. Collector optionally records a photo of the milk container and farmer for audit.
4. Collector marks Sample for QC and QC Technician runs tests: lactometer, pH, adulteration quick test, temperature reading.
5. QC Technician records QC values and marks Pass when all checks are within thresholds.
6. System generates unique Batch ID and associates collected entries with the Batch.
7. Batch metadata saved (farmer ids, volumes, QC parameters, collection center id, timestamp, operator ids).
8. System computes payment (volume × price-per-litre) and validates farmer payment details (UPI/Bank account/cooperative ledger preference).
9. System initiates payment via integrated Payment Gateway or marks ledger entry for cooperative settlement.
10. Notifications: Farmer receives Payment Initiated (and Payment Received once confirmed); Admin dashboard records the transaction.
11. Batch moved to Available for Distribution and visible to Distributors/Buyers.

5. Alternate Flow(s)
A1 — Offline Entry by Collector
· A1.1 Collector records milk while offline. System stores entry locally with status Pending Sync.
· A1.2 When connectivity restores, system syncs records. The server validates timestamp and checks for duplicates.
· A1.3 On successful sync, proceed with QC assignment and the normal flow.
A2 — QC Fail
· A2.1 QC Technician marks result as Fail with reason(s) (e.g., adulteration detected, low density).
· A2.2 System marks the milk entry as Rejected and notifies Farmer & Collection Operator.
· A2.3 Options offered: Dispose sample, Retest (requires new sample within X hours), Escalate to Supervisor.
· A2.4 If Escalate and Supervisor overrides after manual intervention, system can mark Accepted (Manual) and proceed to payment (with audit comments).
A3 — Partial pickup & Aggregation
· A3.1 Multiple collectors or multiple entries for the same farmer within a collection window get aggregated into a single Batch ID by the system.
A4 — Payment Retry / Failure
· A4.1 Payment gateway reports failure/timeouts.
· A4.2 System retries per policy (3 attempts, exponential back-off).
· A4.3 If still failed, mark Manual Settlement Required and notify Finance with details.

6. Exceptional Flows (errors & handling)
· E1: Duplicate upload on sync - System flags duplicate and requires operator confirmation.
· E2: QC equipment malfunction - System sets QC status to Pending and issues an alert to Supervisor; manual QC (paper + photo) can be recorded as temporary measure.
· E3: Payment gateway outage - System queues payments and retries; send email/SMS to finance team for manual processing if outage > threshold.
· E4: Farmer disputes volume / quality - Create a Dispute ticket; hold payment until investigation completes (or partial payment per business rule).


7. Pre-Conditions
· Farmer must be registered with valid ID and at least one payment method configured.
· Collection centre and collectors must be provisioned in the system and authenticated.
· QC kit must be available at collection point (or mobile QC device present).

8. Post-Conditions
· On success: Batch created, traceability recorded, payment initiated, dashboards updated.
· On failure: Rejection record created, dispute ticket (if raised), notifications sent.

9. Assumptions
· Farmers have at least intermittent access to mobile devices or collectors will capture data.
· QC kit readings are considered authoritative unless tampered with (further audits possible).
· Payment gateway supports programmatic settlement (UPI/Bank APIs) and returns persistent transaction IDs.

10. Constraints
· Intermittent network connectivity — offline sync required.
· QC accuracy limited by portable kit precision — system must allow manual overrides with higher-level approval.
· Regulatory constraints on transaction data retention and PII.

11. Dependencies
· Payment Gateway/Banks for settlement functionality.
· Notification service (SMS/WhatsApp/push) for farmer alerts.
· IoT sensor integra


12. Inputs and Outputs

Inputs

	Input
	Description
	Source

	Farmer ID
	Unique identifier for farmer
	Farmer/Collector

	Collection Center ID
	Location identifier
	Collector/System

	Collector ID
	Operator performing the entry
	Collector

	Cow Tag ID(s)
	Tag numbers of cows contributing milk
	Collector

	Milk Volume (litres)
	Quantity offered
	Collector/Farmer

	Date & Time of Collection
	Auto-captured or entered manually
	System

	QC Readings
	Lactometer, pH, Adulteration flag, Temperature
	QC Technician

	QC Technician ID
	Person performing quality test
	QC

	Payment Method
	UPI ID / Bank account / Cooperative ledger
	Farmer profile

	Photos (optional)
	Milk container, QC reading, farmer
	Collector app

	GPS Coordinates (optional)
	Collection point location
	Device sensor



Outputs
	
Output
	Description
	Destination

	Batch ID
	Unique identifier for accepted milk batch
	System database

	QC Report
	Detailed QC result with timestamps
	System + Farmer notification

	Payment Transaction ID
	ID from payment gateway
	System + Finance

	Payment Status
	Initiated / Completed / Failed
	Farmer + Admin dashboard

	Notification
	Payment, rejection, or QC status alert
	Farmer mobile

	Audit Log
	Entry of all user/system actions
	System log store

	Dashboard Update
	Aggregated data for Admin/Finance
	Web dashboard





13. Business Rules
Business rules are the governing policies, constraints, or logic that the system must always enforce, regardless of who runs it.

	Rule ID
	Description

	BR1
	Every milk entry must be associated with a registered Farmer ID.

	BR2
	QC must be completed before payment initiation; no batch can be approved without QC results.

	BR3
	Payments are triggered only for QC-passed batches or supervisor-approved overrides.

	BR4
	Batch IDs must be unique, auto-generated, and immutable once created.

	BR5
	Payment retries occur up to 3 times before marking “Manual Settlement Required.”

	BR6
	Offline entries must store timestamp and collector ID and sync automatically when connectivity returns.

	BR7
	Dispute tickets must hold payment until resolved or escalated.

	BR8
	All QC test readings must be timestamped and traceable to the QC operator.

	BR9
	System must maintain an audit trail for every financial or quality transaction.

	BR10
	Data retention must comply with regulatory requirements (minimum 5 years).



14. Miscellaneous Information / Audit & Traceability
This section captures any additional details, audit requirements, or special considerations that don’t fit into other categories — such as traceability, data retention, performance constraints, or compliance standards.
For Dairy-Connect
· Audit Trail: The system logs all major events (data entry, QC test result, payment initiation) with:
· Operator ID
· Device ID
· Timestamp
· Action type (Create / Update / Approve / Reject)
· Data Retention Policy: Transactional and QC records are stored for a minimum of 5 years, following cooperative and regulatory data rules.
· Traceability: Each milk batch is traceable from farmer → collection → QC → payment → dispatch, using Batch ID as the primary key.
· Security & Compliance: Payment data complies with NPCI UPI guidelines. QC data follows FSSAI digital traceability norms.
· Performance: System must handle up to 1000 milk entries per hour per collection centre without data loss.
· Backup & Recovery: Offline entries sync automatically once connectivity is restored; periodic backup is performed at midnight daily.
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Working on the Dairy-Connect project using Visio and Axure was an insightful learning experience. Visio helped me understand the logical flow of processes and visualize system interactions through professional-looking diagrams. Creating use case and activity diagrams in Visio made it easier to organize the functional requirements gathered from the BRD. Its drag-and-drop interface and alignment tools allowed me to produce neat, structured diagrams with precise labeling. I appreciated how Visio supports connectors that automatically adjust, which reduced re-work when modifying process flows. On the other hand, Axure RP gave me the flexibility to transform these conceptual designs into interactive wireframes. It was exciting to see static ideas evolve into clickable prototypes representing real user journeys. Axure’s dynamic panels and widget libraries helped me simulate screens such as the login, dashboard, and payment pages effectively. Compared to Visio, Axure felt more like a design-driven tool focused on user experience rather than documentation. Integrating navigation links between pages provided a realistic sense of flow. I learned how to balance structure from Visio with creativity from Axure. Both tools complemented each other—Visio for system logic, Axure for user interface. The combination improved my understanding of requirements visualization. I gained confidence in translating business processes into digital interfaces. Overall, using these tools enhanced my analytical and design skills. It also taught me the importance of iteration in software prototyping. Most importantly, it strengthened my ability to communicate design ideas clearly to both technical and non-technical stakeholders.


Document 9:
My experience as BA in

1. Requirement Gathering
Led the requirement gathering phase through stakeholder engagement via interviews, workshops, and detailed discussions. Ensured comprehensive understanding of business needs, expectations, and pain points. Captured requirements in structured documents such as BRDs and user stories, coordinating with cross-functional teams for validation and prioritization. Managed scope, addressed conflicting needs, and maintained traceability linking requirements to design and testing. Moderated sessions to align business goals with technical feasibility, focusing on clear, actionable requirements that reduced rework and accelerated subsequent phases.

2. Requirement Analysis
Analysed gathered requirements to identify dependencies, risks, and priorities, ensuring high-value business needs were addressed first. Used visual modeling tools like diagrams and flowcharts to validate processes. Collaborated with stakeholders to clarify ambiguities and remove gaps. Refined requirements to balance feasibility with business intent and conducted impact analysis to assess changes on processes and systems. Documented acceptance criteria and coordinated with developers and testers for shared understanding. Structured analysis created a clear blueprint for design and implementation.

3. Design
Translated requirements into comprehensive design deliverables including wireframes, prototypes, data models, and system architecture. Collaborated with UI/UX teams to create intuitive interfaces aligned with user needs. Balanced functional and non-functional requirements, ensuring performance, scalability, and compliance. Iterated designs based on stakeholder feedback and usability testing. Conducted design walkthroughs to confirm clarity and alignment with business rules. Documentation supported consistent implementation and served as a practical guide through development.

4. Development
Supported development by clarifying requirements and design queries promptly, facilitating Agile sprint prioritization, and coordinating module integration. Monitored progress to identify and mitigate risks early. Reviewed functionality to ensure alignment with business needs and maintained documentation for future reference. Controlled and communicated changes effectively while validating early builds with stakeholders for feedback. Active involvement contributed to higher quality deliverables and timely project delivery.


5. Testing
Prepared test cases from requirements and design documents to ensure full coverage. Coordinated functional, integration, and user acceptance testing with QA teams and users. Tracked defects, monitored test coverage, and facilitated timely resolution of critical issues. Ensured compliance and business rules were fully validated, organized regression tests, and gathered user feedback during acceptance testing. Oversight during testing improved system reliability, performance, and end-user confidence.

6. Deployment
Planned and coordinated deployment with cross-functional teams for smooth rollout. Prepared deployment checklists, risk analysis, and rollback plans. Organized training and knowledge transfer sessions for users and support teams. Communicated deployment schedules and impacts proactively. Monitored post-deployment system performance, managed support, and ensured successful data migration and integration. Documented lessons learned and maintained deployment records to minimize disruption and ensure readiness.
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